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1
METHOD AND SYSTEM OF VIRTUAL
GAMING IN A VEHICLE

BACKGROUND

Motor vehicles provide various opportunities for in-ve-
hicle entertainment, including, but not limited to, music, tele-
vision, movies and information based media content. Gaming
can also be implemented in a vehicle through vehicle gaming
systems coupled to in-vehicle displays and handheld gaming
on portable gaming devices and mobile devices. Virtual and
interactive gaming including the vehicle environment and
vehicle occupants can provide a total in-vehicle entertain-
ment experience.

SUMMARY

According to one aspect, a system for virtual gaming in a
vehicle includes a first imaging device mounted in the vehicle
with an image projection mechanism and an image capture
mechanism. The image projection mechanism is configured
to project images on a game surface, where the game surface
is an environmental surface of the vehicle. The image capture
mechanism is configured to detect a first set of image position
data defining a position of the images relative to the game
surface and detect a set of player position data defining a
position of one or more players relative to the position of the
images and the game surface. The system also includes a
game module coupled to the first imaging device for process-
ing the first set of image position data and the set of player
position data to calculate a second set of image position data.
The system further includes an image module coupled to the
first imaging device for processing the first set of image
position data and the set of player position data to calculate a
second set of image position data and a processor for execut-
ing the game module and the image module.

According to another aspect, a computer-implemented
method of virtual gaming in a vehicle includes detecting a
first set of image position data defining a first position of
images projected on a game surface, where the game surface
is an environmental surface of the vehicle and detecting a set
of player position data defining a gesture of one or more
players relative to the first set of image position data and the
game surface. The method also includes calculating a second
set of image position data based on the first set of image
position data and the set of player position data and projecting
images according to the second set of image position data on
the game surface.

According to a further aspect, a motor vehicle display
system for virtual gaming includes an image device including
a projector projecting a first set of images on a game surface,
where the game surface is an environmental surface of the
vehicle. The image device further includes a camera for moni-
toring a set of position data defining gestures of one or more
vehicle occupants in relation to the first set of images and the
game surface. The system also includes a controller coupled
to the projector and the camera, the controller configured to
calculate a second set of images based on a position of the first
set of images and the set of position data defining the gestures
and to command the projector to project the second set of
images.

According to yet another aspect, a computer-implemented
method of virtual gaming in a vehicle includes projecting
images on a game surface from at least one image device
mounted in the vehicle, where the game surface is an envi-
ronmental surface of the vehicle. The method also includes
tracking, from the image device, a first set of image position
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data defining a first position of the images relative to the game
surface and a set of player position data defining a gesture of
one or more players relative to the images and the game
surface. The method further includes processing the first set
of image position data and the set of player position data to
generate a second set of image position data, and controlling
the image device to project the images according to the sec-
ond set of image position data.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1is a schematic view of a vehicle computer system for
virtual gaming in a vehicle according to an exemplary
embodiment;

FIG. 2 is atop view of an interior of a vehicle implementing
a computer system for virtual gaming according to an exem-
plary embodiment;

FIG. 3 is a side view of a vehicle occupant and an imaging
device of FIG. 2; and

FIG. 4 is a process flow diagram of a method for virtual
gaming in a vehicle according an exemplary embodiment.

DETAILED DESCRIPTION

The following includes definitions of selected terms
employed herein. The definitions include various examples
and/or forms of components that fall within the scope of a
term and that can be used for implementation. The examples
are not intended to be limiting. Further, one having ordinary
skill in the art will appreciate that the components discussed
herein, can be combined, omitted or organized with other
components or into organized into different architectures.

A “bus”, as used herein, refers to an interconnected archi-
tecture that is operably connected to other computer compo-
nents inside a computer or between computers. The bus can
transfer data between the computer components. The bus can
be a memory bus, a memory controller, a peripheral bus, an
external bus, a crossbar switch, and/or a local bus, among
others. The bus can also be a vehicle bus that interconnects
components inside a vehicle using protocols such as Control-
ler Area network (CAN), Local Interconnect Network (LIN),
among others.

“Computer communication”, as used herein, refers to a
communication between two or more computing devices
(e.g., computer, personal digital assistant, cellular telephone,
network device) and can be, for example, a network transfer,
afile transfer, an applet transfer, an email, a hypertext transfer
protocol (HTTP) transfer, and so on. A computer communi-
cation can occur across, for example, a wireless system (e.g.,
IEEE 802.11), an Ethernet system (e.g., IEEE 802.3), a token
ring system (e.g., IEEE 802.5), alocal area network (LAN), a
wide area network (WAN), a point-to-point system, a circuit
switching system, a packet switching system, among others.

A “disk”, as used herein can be, for example, a magnetic
disk drive, a solid state disk drive, a floppy disk drive, a tape
drive, a Zip drive, a flash memory card, and/or a memory
stick. Furthermore, the disk can be a CD-ROM (compact disk
ROM), a CD recordable drive (CD-R drive), a CD rewritable
drive (CD-RW drive), and/or a digital video ROM drive
(DVD ROM). The disk can store an operating system that
controls or allocates resources of a computing device.

A “game schema”, as used herein, is a framework includ-
ing instructions, libraries, and/or a logic executed by a pro-
cessor that defines game play, a set of rules, themes and/or a
set of game plots for an in-vehicle virtual game. Game sche-
mas can include, but are not limited to, action, adventure,
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arcade, card, casino, education, racing, simulation, sports,
strategy, trivia and word games.

A “gesture”, as used herein, can be an action, movement
and/or position of one or more players interacting in a virtual
game. The gesture can be made by anappendage (e.g., ahand,
a foot, a finger, an arm, a leg) of the one or more players. A
gesture can also refer to a facial expression, including move-
ment and/or position of the eyes or mouth of the one or more
players. Gestures can be recognized using gesture recogni-
tion and facial recognition techniques known in the art.

A “memory”, as used herein can include volatile memory
and/or non-volatile memory. Non-volatile memory can
include, for example, ROM (read only memory), PROM (pro-
grammable read only memory), EPROM (erasable PROM),
and EEPROM (electrically erasable PROM). Volatile
memory can include, for example, RAM (random access
memory), synchronous RAM (SRAM), dynamic RAM
(DRAM), synchronous DRAM (SDRAM), double data rate
SDRAM (DDR SDRAM), and direct RAM bus RAM
(DRRAM). The memory can store an operating system that
controls or allocates resources of a computing device.

A “module”, as used herein, includes, but is not limited to,
hardware, firmware, software in execution on a machine,
and/or combinations of each to perform a function(s) or an
action(s), and/or to cause a function or action from another
module, method, and/or system. A module can include a
software controlled microprocessor, a discrete logic circuit,
ananalog circuit, a digital circuit, a programmed logic device,
a memory device containing executing instructions, and so
on.

An “operable connection”, or a connection by which enti-
ties are “operably connected”, is one in which signals, physi-
cal communications, and/or logical communications can be
sent and/or received. An operable connection can include a
physical interface, a data interface and/or an electrical inter-
face.

A “processor”, as used herein, processes signals and per-
forms general computing and arithmetic functions. Signals
processed by the processor can include digital signals, data
signals, computer instructions, processor instructions, mes-
sages, a bit, a bit stream, or other means that can be received,
transmitted and/or detected. Generally, the processor canbe a
variety of various processors including multiple single and
multicore processors and co-processors and other multiple
single and multicore processor and co-processor architec-
tures. The processor can include various modules to execute
various functions.

A “portable device”, as used herein, is a computing device
typically having a display screen with user input (e.g., touch,
keyboard) and a processor for computing. Portable devices
include, but are not limited to, handheld devices, mobile
devices, smart phones, laptops, tablets and e-readers.

A “vehicle”, as used herein, refers to any moving vehicle
that is capable of carrying one or more human occupants and
is powered by any form of energy. The term “vehicle”
includes, but is not limited to: cars, trucks, vans, minivans,
SUVs, motorcycles, scooters, boats, personal watercraft, and
aircraft. In some cases, a motor vehicle includes one or more
engines.

Referring now to the drawings, wherein the showings are
for purposes of illustrating one or more exemplary embodi-
ments and not for purposes of limiting same, FIG. 1 illustrates
avehicle computer system 100 for virtual gaming in a vehicle
102 according to an exemplary embodiment. The system 100
includes a computing device 104, a plurality of vehicle sys-
tems 106, a projector tracking system 108, a portable device
110 and a network 112. The computing device 104 generally
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manages, processes and controls the vehicle 102 and interac-
tions with the other components of the system 100. The com-
puting device 104 can be the main electronic control unit
(ECU) on the vehicle 102 and can include a processor 114, a
memory 116, an input/output interface 124 and a disk 120 to
carry out said functionality.

The components of the system 100 will now be discussed
in detail according to one exemplary embodiment. As shown,
the plurality of vehicle systems 106 generally include one or
more systems controlled by a vehicle 102 that provide various
functions to the vehicle 102. Exemplary vehicle systems
include, but are not limited to, an engine/ignition system, a
braking system, a collision mitigation system, a blind spot
indicator system, a heating air and ventilation system
(HVACQ), an audio system, a telematics system, a navigation
system and so on. The vehicle systems 106 can be operably
connected to the computing device 104 via a vehicle bus (not
shown). Data from the vehicle systems 106 can also be
exchanged with the computing device 104 via the vehicle bus.

The portable device 110 can be operably connected to the
computing device 104. In certain embodiments, the portable
device 110 can be operably connected for computer commu-
nication to the network 112. The network 112 is, for example,
a data network, the Internet, a wide area network, a local area
network, etc. The network 112 serves as a communication
medium between the vehicle 102 and various devices located
remotely from the vehicle 102, for example, servers (e.g., web
servers), client machines and other devices (not shown). The
computing device 104, in some embodiments, may exchange
data with the network 112.

The projector tracking system 108 includes a first imaging
device 126 and a second imaging device 130, although it is
contemplated that the projector tracking system 108 can
include any number of imaging devices. The projector track-
ing system 108 generally captures, projects and processes
imaging associated with in-vehicle gaming. The imaging
devices 126, 130 can be any electronic imaging device known
in the art configured to project virtual images and capture
virtual and real image data. Exemplary imaging devices
include, but are not limited to, digital cameras, digital video
cameras, projectors and imaging sensors. The first and second
imaging devices 126, 130 can be mounted in the vehicle 102.

Referring now to FIG. 2, a vehicle interior 200 (i.e., an
environment) of the vehicle 102 implementing a system for
virtual gaming according to an exemplary embodiment is
illustrated. The interior 200 of the vehicle 102 can include a
first front seat 204, a second front seat 206 and a rear seat 208,
though other configurations could be provided. A first vehicle
occupant 210 and a second vehicle occupant 212 are seated on
the rear seat 208. A first imaging device 214 is mounted to the
left of the first vehicle occupant 210 and a second imaging
device 216 is mounted to the right of the second vehicle
occupant 212. The first and second imaging devices 214, 216
are used to project and capture images in the vehicle environ-
ment 200, for example a first image 218 and a second image
222, for in-vehicle virtual gaming.

Inthe illustrated embodiment, the first and second imaging
devices 214, 216 are laterally spaced from one another. How-
ever, itis appreciated that the first and second imaging devices
214, 216 can be mounted in or on other various locations
within the cabin of the vehicle 102, for example, the vehicle
ceiling (not shown), the rear seat 208, a head rest of the first
front seat 204 or the second front seat 206, a vehicle floor 220,
among others.

One having ordinary skill in the art will understand that
other imaging devices located in, on or controlled by the
computing device 104 can be used in conjunction with the
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first and second imaging device 214, 216 for in-vehicle virtual
gaming. Further, the portable device 110 can also include an
imaging device (e.g., a camera phone) that can be used in
conjunction with the first and second imaging device 214,216
for in-vehicle virtual gaming. The projector tracking system
108 and/or the processor 114 can be configured to receive
signals from the aforementioned other imaging devices to
process with the signals and/or position data received from
the first and second imaging device 214, 216.

FIG. 3 illustrates a side view of the vehicle interior 200 of
FIG. 2 including a vehicle occupant 300 (e.g., a first or second
vehicle occupant 210, 212 of FIG. 2) and an arm rest 302
located adjacent to the vehicle occupant 300. An imaging
device 304 is located in the arm rest 302 and includes an
image projection mechanism 306 and an image capture
mechanism 308. By using multiple imaging devices, with
dual image capture and image projection mechanisms, detec-
tion and projection of virtual images is facilitated by shadow
occlusion as is known in the art.

Although the image projection mechanism 306 and the
image capture mechanism 308 are positioned vertically
spaced from one another in the illustrated embodiment, one
having ordinary skill in the art will appreciate that other
positioning arrangements are possible. Further, it is appreci-
ated that the image projection mechanism 306 and the image
capture mechanism 308 can be integral components of the
arm rest 302 as shown, or as separate components of the arm
rest 302.

Referring again to the system 100 and the computing
device 104, the processor 114 (e.g., a controller, ECU) can
include a game module 122 and an image module 128 for
implementing in-vehicle gaming. It is appreciated, that in
some embodiments, the projector tracking system 108 could
include and/or perform the functions of the game module 122
and/or the image module 128 using the processor 114 or a
separate processor integrated with the projector tracking sys-
tem 108. In further embodiments, the portable device 110 or
the network 112 could also perform the function of the game
module 122 and/or the image module 128 by communicating
with the computing device 104 or processor 114 or the pro-
jector tracking system 108.

In the illustrated embodiment, the processor 114 is config-
ured to transmit, receive and process signals from the memory
116, the input/output interface 124, the disk 120, the vehicle
systems 106, the projector tracking system 108 and the por-
table device 110. The game module 122 and the image mod-
ule 128 execute and perform functions in conjunction with the
processor 104 for in-vehicle virtual gaming as described
throughout.

Referring now to FIG. 4, a computer implemented method
of'virtual gaming in a vehicle is shown according to an exem-
plary embodiment. In particular, the method will be described
in association with the computer system 100 and FIGS. 1-3,
though it is to be appreciated that the method could be used
with other systems. At step 402, the method includes detect-
ing a first set of image position data defining a first position of
images projected on a game surface. The images can be
virtual images (e.g., images 218 and 222), projected, by for
example, the image projection mechanism 306, or real
images (i.e., other objects in relation to the game surface).
The image capture mechanism 308 can detect images and
extract position data defining a position of the images.

The game surface is an environmental surface of the
vehicle. Exemplary environmental surfaces include, but are
not limited to, the floor 220 and a back of the first front seat
204 and/or a back of the second front seat 206. In particular,
the environmental surface of the vehicle 102 can include at
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least one of or both the floor 220 of the vehicle, the back ofthe
first front seat 204, and the back of the second front seat 206.

At step 404, the method further includes detecting a set of
player position data defining a gesture or a position of one or
more players relative to the first set of image position data and
the game surface. For example, in FIG. 2, the first and second
imaging devices 214, 216 can detect gestures or motions of
the first vehicle occupant 210 and/or the second vehicle occu-
pant 212 with respect to the game surface (i.e., the vehicle
floor 220) and/or the first set of image position data, for
example, the image position data associated with the images
218, 222. The image capture mechanism 308 can be config-
ured to detect the set of player position data using techniques
known in the art (e.g., gesture recognition, facial recognition,
etc.). In another embodiment, the gestures or positions of the
one or more players can be monitored or tracked by the image
capture mechanism 308.

At step 406, the method further includes calculating or
processing a second set of image position data based on the
first set of image position data and the set of player position
data. The second set of image position data represents the
output (e.g., position) of virtual images based on the original
position of the images (i.e., defined by the first set of image
position data) and the interaction of the players (i.e., defined
by the set of player position data).

The game module 122 of the processor 114 can be config-
ured to receive the first set of image position data and the set
of player position data from the projector tracking system
118. The game module 122 can further calculate the second
set of image position data. In another embodiment, the pro-
jector tracking system 108 can be configured to calculate the
second set of image position data.

The second set of image position data can also be generated
or processed based on a game schema defined by the game
module 122 and executed by the processor 114. The game
schema can be stored in the computing device 104 (e.g., in the
memory 116 or the disk 120). Alternatively, the game schema
can be obtained (e.g., a download) or accessed via the por-
table device 110 or the network 112.

In one example, the game schema is modeled after a soccer
game. For example, the images 218, 222 can be an image of
soccer ball. The first vehicle occupant 210 and the second
vehicle occupant 212 can “kick” the soccer ball with appro-
priate gestures in relation to the floor 220. In another example,
the game schema is modeled after a toy car game. For
example, the images 218, 222 can be a an image of a toy car
that the first vehicle occupant 210 and the second vehicle
occupant 212 control using gestures to “drive” the virtual car
on the floor 220. One having ordinary skill in the art will
realize that other game schemas known could be imple-
mented with the system(s) and method(s) described herein.

At step 408, the method further includes projecting the
images according to the second set of image position data on
the game surface. The image projection mechanism 306 can
be controlled to project images according to the second set of
image position data. For example, the image module 128 can
send a signal indicating the second set of image position data
to projector tracking system 108 in order to control the output
of one or both of the imaging devices 126, 130, and in par-
ticular, the image projection mechanisms associated with the
imaging devices 126, 130.

In the illustrated embodiment shown in FIG. 2, the second
set of position data is projected as virtual image 222 by the
imaging devices 214 and 216. The virtual image 222 is based
on the first set of position data (i.e., the original position of the
image 218) and the set of player position data. In this
example, one or both of the vehicle occupants 210, 212 per-
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formed an action or gesture, defined by the set of player
position data, with the image 218, defined by the first set of
position data, resulting in image 222, defined by the second
set of position data.

One having ordinary skill in the art will realize from the
systems and methods described herein, and in particular, the
first and second imaging devices, in-vehicle gaming can
become a total vehicle entertainment experience. It will be
appreciated that various modifications of the above-disclosed
and other features and functions, or alternatives or varieties
thereof, may be desirably combined into many other different
systems or applications. Also that various presently unfore-
seen or unanticipated alternatives, modifications, variations
or improvements therein may be subsequently made by those
skilled in the art which are also intended to be encompassed
by the following claims.

The invention claimed is:

1. A system for virtual gaming in a vehicle, comprising:

a first imaging device mounted in the vehicle;

a second imaging device mounted in the vehicle;

wherein the first imaging device and the second imaging
device and have an image projection mechanism and
an image capture mechanism, the image projection
mechanism configured to project images on a game
surface, wherein the game surface is an environmental
surface of the vehicle, the image capture mechanism
configured to detect a first set of image position data
defining a position of the images relative to the game
surface and detect a set of player position data defin-
ing a position of one or more players relative to the
position of the images and the game surface;

a game module coupled to the first imaging device and
the second imaging device for processing the first set
of image position data and the set of player position
data to calculate a second set of image position data
based on a game schema;

an image module coupled to the first imaging device and
the second imaging device for controlling the image
projection mechanism to project images according to
the second set of image position data;

wherein the first imaging device and the second imaging
device are both configured to detect and project the
images; and

a processor for executing the game module and the image

module.

2. The system of claim 1,

wherein the first and second imaging device are mounted

on a rear seat of the vehicle.

3. The system of claim 1, wherein the environmental sur-
face of the vehicle includes at least a floor of the vehicle.

4. The system of claim 1, wherein detecting the set of
player position data further includes recognizing a gesture of
the one or more players.

5. The system of claim 1, wherein the image capture
mechanism is a camera.

6. A computer-implemented method of virtual gaming in a
vehicle, comprising:

detecting a first set of image position data defining a first

position of images projected on a game surface, wherein

the game surface is an environmental surface of the
vehicle;

detecting a set of player position data defining a gesture of

one or more players relative to the first set of image

position data and the game surface;

calculating a second set of image position data based on the

first set of image position data, a game schema and the

set of player position data; and
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projecting images according to the second set of image

position data on the game surface.
7. The computer-implemented method of claim 6, wherein
the environmental surface of the vehicle includes at least a
floor of the vehicle.
8. The computer-implemented method of claim 6, wherein
the vehicle includes an image device having an image pro-
jection mechanism for projecting the images.
9. The computer-implemented method of claim 8, the
image device further including an image capture mechanism
for detecting the first set of image position data and the set of
player position data.
10. The computer-implemented method of claim 8, the
image device mounted on a rear seat of the vehicle.
11. A motor vehicle display system for virtual gaming,
comprising:
an image device including a projector projecting a first set
of images on a game surface, wherein the game surface
is an environmental surface of the vehicle, the image
device further including a camera for monitoring a set of
position data defining gestures of one or more vehicle
occupants in relation to the first set of images and the
game surface; and
a controller including a game module and an image mod-
ule, the controller coupled to the projector and the cam-
era, the controller configured to calculate a second set of
images based on a position of the first set of images, a
game schema and the set of position data defining the
gestures and to command the projector to project the
second set of images.
12. The system of claim 11, wherein the image device is
mounted on a rear seat of the vehicle.
13. The system of claim 12, further including a second
image device mounted on the rear seat of the vehicle laterally
spaced with respect to the image device.
14. The system of claim 11, wherein the environmental
surface includes at least a floor of the vehicle and a back of a
front seat.
15. A computer-implemented method of virtual gaming in
a vehicle, comprising:
projecting images on a game surface from at least one
image device mounted in the vehicle, wherein the game
surface is an environmental surface of the vehicle;

tracking, from the image device, a first set of image posi-
tion data defining a first position of the images relative to
the game surface and a set of player position data defin-
ing a gesture of one or more players relative to the
images and the game surface;

processing the first set of image position data and the set of

player position data to generate a second set of image
position data based on a game schema; and

controlling the image device to project the images accord-

ing to the second set of image position data.

16. The computer-implemented method of claim 15,
wherein the environmental surface is at least a floor of the
vehicle.

17. The computer-implemented method of claim 15,
wherein the image device includes a projector mechanism for
projecting the images.

18. The computer-implemented method of claim 15,
wherein the image device includes a camera mechanism for
tracking the first set of image position data and the set of
player position data.

19. The computer-implemented method of claim 15,
wherein processing further includes generating the second set
of' image position data based on a game schema.
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